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PAPER

A New Multi-Path Routing Methodology Based on Logit-Type
Probability Assignment

Yudai HONMA†a), Masaki AIDA††b), Hideyuki SHIMONISHI†††c), and Atsushi IWATA†††d), Members

SUMMARY We present a new multi-path routing methodology, MLB-
routing, that is based on the multinomial logit model, which is well known
in the random utility field. The key concept of the study is to set multi-
ple paths from the origin to the destination, and distribute packets in ac-
cordance with multinomial logit type probability. Since MLB-routing is
pure multi-path routing, it reduces the convergence on some links and in-
creases bandwidth utilization in the network. Unlike existing multi-path
routing schemes, which pre-set alternate paths, the proposed method can
dynamically distribute packets to every possible path and thus is more ef-
ficient. Furthermore, it should be mentioned that this methodology can be
implemented as either a link-state protocol or a distance-vector protocol.
Therefore, it well supports the existing Internet. Simulations show that this
methodology raises network utilization and significantly reduces end-to-
end delay and jitter.
key words: multi-path routing, multinomial logit model, link-state proto-
col, distance-vector protocol

1. Introduction

Most routing mechanisms in the Internet are based on
single-shortest path routing and various metrics. This strat-
egy seems rational because all packets on the networks
should be delivered as soon as possible. Unfortunately,
the shortest paths for many different node pairs tend to run
through the same set of nodes. Hence, routing protocols
based on the single-shortest path method tend to cause se-
vere packet congestion.

The legacy approach to reducing traffic congestion is
end-to-end control. The most famous example is the TCP
mechanism [16], used by the Internet. This approach con-
trols the “quantity” of packets on the network. A more re-
cent approach to addressing traffic congestion is to control
packet “routing”.

The PB-routing protocol proposed by Basu et al. iden-
tifies traffic potential fields on the network, and tries to avoid
the congested links by setting detour routes [4]. However,
even if they consider link traffic (i.e. adopting the traffic-
aware routing), the basic concept of “single-shortest path”
routing is not changed at all. That is, packets of same node

Manuscript received April 7, 2010.
Manuscript revised February 24, 2011.
†The author is with Waseda University, Tokyo, 169-8555

Japan.
††The author is with Tokyo Metropolitan University, Hachioji-

shi, 191-0065 Japan.
†††The authors are with NEC, Kawasaki-shi, 211-8666 Japan.
a) E-mail: yudai@aoni.waseda.jp
b) E-mail: maida@sd.tmu.ac.jp
c) E-mail: h-shimonishi@cd.jp.nec.com
d) E-mail: a-iwata@ah.jp.nec.com

DOI: 10.1587/transcom.E94.B.2282

pairs are allocated to same route, and cannot be transferred
beyond the link-bandwidths. The virtual-circuit, one of the
essential techniques for traffic engineering and QoS, also
aims to control packet routes [2]. However, its goal is to
establish alternate paths between node pairs through flow-
base control which means that scalability is poor. From a
practical point of view, the solutions that are scalable are of
importance.

The multi-path routing approach has been receiving a
lot of attention as another methodology to ease traffic con-
gestion. The basic idea of multi-path routing is to spread the
packets across multiple alternate paths. Hence, multi-path
routing is supposed to encourage the effective utilization of
network resources. First, the number of packets per path is
decreased, so the emergence of bottlenecks is suppressed.
In addition, multi-path routing are also expected the use of
more links and better load-balancing. Consequently, multi-
path routing would enhance various attributes such as the
quality of service (QoS), delay, and delivery reliability.

It is well known that some protocols such as OSPF
and BGP implement equal-cost multi-paths (ECMP) [13],
[17]. However, it is unlikely that multiple paths with
equal distance exist between each origin-destination pair,
which means the full connectivity of the network is not
used for load-balancing. Therefore, other multi-path routing
methodologies, which also use “near-optimal paths”, have
been discussed in a number of papers (see e.g. [3], [5], [14]
and the references therein). There are two main types of
algorithms for IP routing: distance-vector routing and link-
state routing. Nevertheless, most multi-path routing proto-
cols adopt the link-state approach which tracks the status
from every router on the network. Unfortunately, few stud-
ies have examined distance-vector protocols [23]–[25].

In this paper, we present a new multi-path routing
methodology based on the multinomial logit model (MNL).
We call it “(multinomial) logit based routing”, or “MLB-
routing”. Since MLB-routing is pure multi-path routing,
it reduces the severe convergence onto a few links and in-
creases the bandwidth utilization in the network. It also
should be mentioned that this methodology can be imple-
mented as either a link-state protocol or a distance-vector
protocol. Therefore, it works well with the current Internet
mechanism.

The key idea of MLB-routing is to base packet routing
on MNL. MNL is a classical model of random utility the-
ory, and is used to assess an individual’s selection behavior
[20]. Since the action of “selecting something” is triggered
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by various psychological factors, it is difficult to predict ex-
actly what will be selected. Hence, random utility theory es-
timates the “probability” of each alternative being selected;
this is the most interesting point of the theory.

It must be emphasized that MNL has “a set of alter-
natives (candidate)”, and selected-probability can be calcu-
lated as the pro rate allocation by “the exponential value
of alternative’s utility”. Generalizing this idea, we con-
struct the MLR-routing system to incorporate “all possi-
ble paths”, and the pro rate allocation by “the exponential
value of route-cost”. These two strategy provides many ad-
vantages to MLR-routing over traditional multi-path routing
techniques.

There are enormous candidate paths between a origin-
destination pair. In lots of existing multi-path routing pro-
tocol, nevertheless, some of paths are only considered be-
cause of limitations of their algorithms. For example,
MDVA, which is one of the multi-path routing implemented
as distance-vector protocols, introduced directed acyclic
graph, and some of candidate paths result to be neglected
[23], [24]. Meanwhile, it is noteworthy that MLB-routing
aims to consider “all of paths” as candidate routes. Thus,
it contributes to more effective utilization of network re-
sources.

It seems impractical to consider all possible paths in
large scale networks. However, the above two features that
we incorporate “all possible paths” and “the probability fol-
lows the exponential values of route-costs” paradoxically
decreases the computational complexity. This discussion re-
sults from the condition of equivalency between MNL and
Markov model in network flow [1]. In addition, they en-
able us to implement MLB-routing as distance-vector proto-
col. We believe that the general framework of MLB-routing
could be adapted for various situation through the careful
arrangement of algorithm.

The rest of the paper is organized as follows. In the
next section, we explain the formulation of MNL and de-
scribe the MLB-routing model in greater detail. Then, we
extend MLB-routing to hop-by-hop routing for the Inter-
net network, and clarify the system structure analytically
(Sect. 3). This is followed by Sect. 4 which describes our
implementation of MLB-routing and evaluates its perfor-
mance. Finally, we conclude and mention future works in
Sect. 5.

This paper is an extensional article of our previous re-
search [11]. In the previous proceeding, we discuss the basic
concept of MLB-routing, so there are not so much differ-
ences. In this regard, however this paper also extends the
discussion about the frequency of looped-route emergence,
performance analysis in terms of network utilization, and
appropriate parameter setting.

2. Concept of MLB-Routing

In this section, we present the concept of MLB-routing
methodology. We start with a brief summary of the multi-
nomial logit model (MNL). We then describe how to apply

MNL to a routing system, and formulate that MLB-routing
system. (An example of a simple MLB-routing system is
given in the Appendix. It will help to understand the idea of
this section.)

2.1 Multinomial Logit Model

Let us suppose the situation in which an individual is go-
ing to choose alternative j from a set of alternatives N ∈
{1, 2, · · · , J}. Furthermore, we assume that the individual
recognizes the following utility

U j
def.
=
[
utility when he chooses the alternative j

]
, (1)

and the individual is assumed to choose the alternative that
maximizes his utility. Our first objective is to analyze which
alternative the individual will choose.

If we “precisely” know his utility U j, we can figure out
which alternative the individual will choose. However, it
is impossible to precisely determine the individual’s utility,
because utility U j is influenced by various factors such as his
character, preference, and so on. Therefore, it is inevitable
that “the utility estimated by researchers” will contain some
error.

In view of these facts, let us assume that the individual
receives utility U j upon choosing alternative j as follows:

U j = Vj + ε j, (2)

where Vj is a function estimated by the researcher, and ε j

is a random variable. Vj depends on the observed charac-
teristics of alternative j, and generally U j � Vj. Hence we
introduce the term ε j.

The definition stated above indicates that utility U j

contains random variables, so it is impossible to identify just
the alternative the individual would choose. This fact im-
plies that we should analyze choice behavior as a stochastic
event. Here, choosing alternative j means that U j has the
highest value. Therefore, we can formulate probability Pj

that the individual chooses alternative j as follows:

Pj = Pr
[
U j > U j′

(
for ∀ j′ ∈ N, j′ � j

)]
. (3)

The specific form of (3) is identified when we define the
distribution of random variable ε j. The procedure explained
above is a formulation of the random utility model.

MNL assumes that the random factors of utilities
ε1, ε2, · · · , εJ are independent random variables from an
identical Gumbel distribution, where the Gumbel distribu-
tion with parameters (α, γ) is

F (ε) = exp
[− exp

[−γ (ε − α)
]]
, (4)

f (ε) = γ exp
[−γ (ε − α)

]
exp
[− exp

[−γ (ε − α)
]]
. (5)

Here F (ε) is CDF and f (ε) is PDF. In this case, we can
obtain probability Pj as follows:

Pj =
exp
[
γVj

]
∑
j∈N

exp
[
γVj

] . (6)
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This is the probability derived by MNL. As understood by
(6), when γ = ∞, only the best alternative is used, and if
γ = 0, then all alternatives are chosen with equal probability.

2.2 MLB-Routing Assignment

As described above, MNL is not only simple but also quite
persuasive, so it is used in various fields. One typical exam-
ple is routing behavior in a transportation network model.
The general objective of transportation network models is
to describe transportation flows in road networks, and so it
is essential to be able to predict driver’s routing behavior
[15]. MNL can be utilized to describe such routing behav-
ior, and a number of studies have discussed effective calcu-
lation techniques. We considered their work in proposing
MLB-routing.

In order to describe the MLB-routing protocol, we first
define the system model considered in this study. We rep-
resent a network of nodes connected by directed links as a
directed graph, G = (N, E). The set of nodes in the networks
is labeled by N, and the set of edges by E. Furthermore, ei j

is a directed edge from vertex i to vertex j with cost metric
ci j. For the rest of this paper, we shall use the terms nodes
(links) and vertices (edges) interchangeably. Each node v
can act as a traffic source and /or a sink. Finally, every node
v has a set of Z (v) neighbors denoted by nbr (v).

Now we explain the concept of the MLB-routing pro-
tocol. Let us consider any packet p at origin node o going to
destination node d. There are many paths, one of which is
the shortest path, that reach destination d, and we try to use
“all” paths (theoretically). This, however, doesn’t mean that
all paths are used equally; naturally the shortest path should
be used most often, and path cost increases (its length), the
less the path should be used. To incorporate this idea, let us
define the probability that packet p uses the rth path Pod

r as
follows:

Pod
r =

exp
[
−γCod

r

]
∑

r∈Φod

exp
[
−γCod

r

] . (7)

The above expression comes from the definition of MNL,
where Cod

r denotes the cost for the rth path between nodes o
and d, and Φod is the alternative set of paths from node o to
d. In this study, path cost is calculated as the summation of
link costs, namely

Cod
r

def.
= cov1 +

Λ−1∑
l=1

cvlvl+1 + cvΛd (8)

where the rth path is o→ v1 → v2 → · · · → vΛ → d.
Now let us discuss how to define the alternative setΦod.

In the simple definition, the alternative set consists of “sim-
ple paths”; those that contain no loops. In this study, how-
ever, we eliminate this restriction, and consider all paths in-
cluding “looped paths”. This strategy has the possibility of
generating very long detours which should not be assigned.

Furthermore, it seems to be difficult to calculate the proba-
bility for large scale networks.

On the contrary, this definition is made to enhance
computational feasibility. As shown in later sections, this
definition enables us to perform stochastic assignment in
large scale networks. Moreover, the definition is useful in
some iterative algorithms for solving the assignment which
means the moving to a distance-vector protocol.

2.3 Why Adopt MNL?

Here we address the reason for adopting MNL for assign-
ment. First, we state that MLB-routing is an “optimal” sys-
tem, because MNL is formulated to “maximize the utility”
(see (3)). To state this more precisely, MLB-routing is an
optimal strategy under the assumption that the cost of each
candidate path is fluctuates and in doing so follows a Gum-
bel distribution.

There are various factors that should be considered in
determining link costs (such as delay, bandwidth, and the
number of flows). However, it is difficult to incorporate all
factors and some might change frequently. Hence, we can-
not determine the costs precisely, and some error must be
included. It provides a plausible explanation that the esti-
mated link cost randomly fluctuates, which is assumed in
MLB-routing.

Furthermore, owing to the property of MNL, in MLB-
routing, the choice probability of a path decreases exponen-
tially as its length increases. This means that high utility
paths are frequently selected and low utility ones are not.
This structure inherently supports multi-path routing. Con-
sequently, we consider that MLB-routing is favorable as a
multipath routing system.

3. The Structure of MLB-Routing Model

In this section, we extend MLB-routing to cover hop-by-
hop routing systems. In particular, we discuss the structure
of MLB-routing systems and efficient algorithms in terms of
calculation costs.

3.1 Extension to Hop-by-Hop Routing

First, we explain how to allocate packets to various paths.
Obviously we can allocate packets to any arbitrary path
by source routing. However, to apply MLB-routing to the
present Internet network, it is better to implement MLB-
routing as hop-by-hop routing.

Fortunately, it is proven that the network flow gener-
ated by (7) is equivalent to the following Markov assignment
flow [1]:

p ( j|i) = exp
[
−γci j

] Wjd

Wid
, (9)

Wid
def.
=
∑
r∈Φid

exp
[
−γCid

r

]
+ δid, (10)
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where p ( j|i) is the probability that a packet in node i will
select the next hop j, and δ jd is Kronecker delta. This for-
mulation satisfies the condition

∑
j∈nbr(i)

p ( j|i) =
∑

j∈nbr(i) exp
[
−γci j

]
Wjd

Wid
= 1 (11)

which is should be regarded as the conditional probability.
Furthermore, the equivalency between two assignments is
easily confirmed by

Pod
r = p (v1|o) ×

Λ−1∏
l=1

p (vl+1|vl) × p (d|vΛ)

= exp
[−γcov1

] Wv1d

Wod
× exp

[−γcv1v2] Wv2d

Wv1d
× · · ·

× exp
[−γcvΛ−1vΛ

] WvΛd

WvΛ−1d
× exp

[−γcvΛd
] Wdd

WvΛd

= exp

⎡⎢⎢⎢⎢⎢⎢⎣−γ
⎛⎜⎜⎜⎜⎜⎜⎝cov1 +

Λ−1∑
l=1

cvlvl+1 + cvΛd

⎞⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎦ Wdd

Wod

=
exp
[
−γCod

r

]
∞∑

k=1

exp
[
−γCod

r

] . (12)

The existence of Markov assignment equivalency im-
plies that we can apply the same simple rule to all nodes
(routers). More clearly, if each node uses (9) to choose the
next node to pass the packet to, the resulting network flow
equals the assignment discussed in Sect. 2.2.

Since the above method distributes packets to every
possible next node in a packet-by-packet manner, out-of-
order packet delivery is possible. This paper does not ad-
dress this problem, but solutions include re-sequencing at
the end host or using special random functions that select
same next node for packets of the same flow.

Now, please note that p ( j|i) does not depend on the
node of origin. It is confirmed that there are no subscript no-
tation related to origin in (9). Thus, if each router follows the
above Markov assignment, the transfer of all packets from
arbitrary nodes spontaneously hold to (7). In general, ex-
isting routing tables also do not depend on the origin, so it
is quite favorable feature of the MLB-routing. An example
of the routing table assumed in MLB-routing is shown in
Table 1. Since multi-path routing is used, there are multiple
candidate nodes for the next hop even if packets are intended
for the same destination.

3.2 How to Calculate Wid

To determine the value of p ( j|i), we have to calculate Wid

which is included in p ( j|i). Since the summation in Wid

means considering all paths from node i to d, the native ap-
proach is not feasible.

Consider matrix A with N rows and N columns, whose[
i, j
]
element is given as follows:

Table 1 An example of routing table.

destination next router probability weight

router j1 pA ( j1 |i)
network A

.

.

.
.
.
. WiA

router jN pA ( jN |i)
router j1 pB ( j1 |i)

network B
.
.
.

.

.

. WiB

router jN pB ( jN |i)
router j1 pC ( j1 |i)

network C
.
.
.

.

.

. WiC

router jN pC ( jN |i)

ai j =

⎧⎪⎪⎨⎪⎪⎩
exp
[
−γci j

]
(if node i to j is connected)

0 (otherwise)
. (13)

The element of A2 yields

a[2]
i j =

N∑
k=1

aikak j

=
∑

{k|eik ,ek j∈E}
exp
[
−γ
(
cik + ck j

)]

=
∑
r∈Φi j

2

exp
[
−γCi j

r

]
, (14)

where Φi j
L is the set of paths that connect nodes i and j in L

steps. Similarly, the typical element of AL is given by

a[L]
i j =

∑
r∈ΦL

exp
[
−γCi j

r

]
. (15)

From the definition, we have

Φi j = Φ
i j
1 ⊕ Φi j

2 ⊕ · · · . (16)

Consequently, we can obtain the value of Wid as follows:

W = I + A + A2 + A3 + · · · (17)

where the element of matrix W is

Wi j =
∑
r∈Φi j

exp
[
−γCi j

r

]
+ δid (18)

Furthermore, if matrix A satisfies the Hawkins-Simon con-
dition [10], [18], the following formula is obtained:

[I − A]−1 = I + A + A2 + A3 + · · · . (19)

Therefore, we derive the value of Wi j as follows:

W = [I − A]−1 . (20)

As indicated above, determining the link-weighted ma-
trix A yields transition probability p ( j|i) in a straight-
forward manner. This means that all routers (nodes) will
implement MLB-routing. Since the link weighted matrix A
is derived by assuming a link-state routing protocol (such
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as OSPF [13]), we implement MLB-routing as a link-state
routing protocol.

3.3 Distance-Vector Routing Protocol

Although we describe MLB-routing as a link-state protocol
above, RIP [9], a distance-vector routing protocol based on
the Bellman-Ford algorithm, remains popular. Hence, it is
worthwhile implementing MLB-routing as a distance-vector
protocol. We explain how to do this below.

The idea of distance-vector routing protocols is to ex-
change information (such as routing tables) between neigh-
boring routers. Thus, we calculate Wid (i.e. p ( j|i)) by the
iterative exchange of information. It is easy to understand
that

W = I + A
(
I + A + A2 + A3 + · · ·

)
= I + AW (21)

is satisfied from (17). Furthermore, it is equivalent to

Wid =
∑

j∈nbr(i)

exp
[
−γci j

]
Wjd + δ jd. (22)

The recurrence formula (22) implies that each node can up-
date its own weight Wid by the exchange of weight informa-
tion between neighboring nodes. In other words, Wid can
be calculated by the Bellman-Ford algorithm. As a result,
MLB-routing can be implemented as a distance-vector pro-
tocol.

3.4 Traffic-Aware Case

We now show how MLB-routing can be used to construct
traffic-aware routing algorithms. This expansion enables us
to consider traffic congestion. In order to do this, we have to
alter the link costs so that they include a traffic component.
In this paper, we use the outgoing queue size to network
link, i j, as a measure of traffic at each link.

Let Qi j denote the queue length for outgoing link ei j

and Bi j be the bandwidth associated with ei j. Furthermore,
we assume that di j is the standard delay in link ei j. We rede-
fine the cost of link ei j as follows:

ci j = di j +
Qi j

Bi j
. (23)

(23) represents the expectation time to path through the link
ei j under the condition of current queue length Qi j. Hence,
by using (23) in MLB-routing, packets will avoid traffic con-
gestion spontaneously because congested links have high
cost.

3.5 Properties of MLB-Routing

Finally, we discuss some properties of the MLB-routing ap-
proach. At first, we summarize its stability. Earlier, we men-
tioned that matrix A should satisfy the Hawkins-Simon con-
dition for Eq. (20). This means that both Wid and p ( j|i) are

stable. Furthermore, the Hawkins-Simon condition is equiv-
alent to

ρ (A) = max {|λ|} < 1, (24)

where ρ (A) is the spectral radius of matrix A and λ is the
eigenvalue of A. The value of max {|λ|} clearly decreases as
γ becomes small. Therefore, setting the value of γ appropri-
ately yields a stable routing system.

The advantages of MLB-routing depend on the situa-
tion. Clearly, if the sending rates are low compared to the
link capacities, then end-to-end delays are non-existent even
with the single-shortest path algorithm. In this situation,
MLB-routing is less than optimal since some packets are al-
located to non-optimal routes, which increases the average
end-to-end delays.

Also, it should be mentioned how to set the value of
γ which characterize the performance of MLB-routing. As
discussed in Sect. 2.1, when γ = 0, all alternative paths are
equally selected, and if γ = ∞, only the best path is selected.
Normally, γ should be set between 0 < γ < ∞. Hence, users
of MLB-routing need to determine the value of γ depending
on their purposes.

One of the techniques we recommend in the paper is
to focus on the “Independence from Irrelevant Alternatives
(I.I.A.)” property of MLB-routing (originally for MNL)
[20]. Owing to I.I.A. property, the ratio of choice proba-
bility between alternative path r1 and path r2 is not affected
other alternative path set, and is determined only by their
path costs. Mathematically discussing, from (7), the ratio of
Pod

r1
and Pod

r2
is calculated as

Pod
r1

Pod
r2

=

exp
[
−γCod

r1

]
∑

r∈Φod exp
[
−γCod

r

]
exp
[
−γCod

r2

]
∑

r∈Φod exp
[
−γCod

r

]

=
exp
[
−γCod

r1

]
exp
[
−γCod

r2

] = exp
[
−γ
(
Cod

r1
−Cod

r2

)]
. (25)

From (25), note that it does not include alternative set Φod,
and the ratio of probability between two paths only depends
on “the difference of their path costs”. For example, if
choice probability would be decreased to a half by the in-
crease of unit cost, γ should be set 0.693 (∵ exp [−0.693] �
0.5). This ratio is also kept among all alternative path
sets. That is to say, if there are three alternative paths, and
γ = 0.693,Cod

r1
= 5,Cod

r2
= 6,Cod

r3
= 7, then choice proba-

bilities become Pod
r1
= 4/7, Pod

r2
= 2/7, Pod

r3
= 1/7. There-

fore using this property, we can control the performance of
MLB-routing as we want.

4. Performance Evaluation

This section uses simulations to evaluate the performance
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of the MLB-routing algorithm. We first describe the imple-
mentation of the algorithm, explain the network topologies,
and the results.

4.1 Implementation

First, we describe our implementation of the MLB-routing
algorithm. As discussed above, MLB-routing can be imple-
mented as either a link-state routing protocol or a distance-
vector routing protocol.

We consider that specific implementation will be es-
tablished by extending OSPF and RIP. General concepts are
as follows. First, to implement MLB-routing as a link-state
protocol, basic behavior would be same as OSPF (such as
how to advertisement or flooding). However, we need to
extend OSPF in terms of both the route computation algo-
rithm and the information that must be disseminated. The
route computation algorithm which MLB-routing uses is de-
scribed in Sect. 3.2. MLB-routing as a link-state protocol
has to use the above algorithm. Furthermore, MLB-routing
requires not only link metric information but also queue
length information. Hence, when flooding, length informa-
tion also should be advertised.

To implement MLB-routing as a distance-vector pro-
tocol, basic behavior should be same as RIP (e.g. triggered
updates). What we need to extend is the route update al-
gorithm and the kept routing table. In a distance-vector
protocol, routers running the Bellman-Ford algorithm com-
pute routes based on information obtained from neighboring
nodes. Thus, instead of updating hop counts, MLB-routing
as a distance-vector protocol has to exchange and update
each node weight Wid. This idea is summarized in Sect. 3.3.
In addition, the routing table used in MLB-routing is de-
scribed like Table 1, so MLB-routing as a distance-vector
protocol should keep not only next routers but also their
node weight Wid.

In this study, we implement the MLB-routing as dis-
tance vector protocol to reflect promptly the change of net-
work state. However, it is known that distance vector con-
vergence occurs rather slow. Thus, to reduce the conver-
gence time, we first calculate the initial value of Wid from
(20) (like a link-state protocol). Then, we update node
weight Wid iteratively by running the Bellman-Ford algo-
rithm.

4.2 Simulation Methodology

We ran simulations under the following methodology. To
begin with, in order to evaluate the MLB-routing algorithm,
we generated network topologies using the Waxman model
[21]. Waxman model is one of random graphs to create
the network topology for the purpose of evaluating rout-
ing algorithms, and hence is employed in many studies of
routing performance [7], [8], [19], [22]. The suitability for
this purpose has been recognized also in lots of context
about Internet topology modeling. Especially, since nodes
are randomly placed on a 2-dimensional plane link connec-

Fig. 1 Simulation network.

tion probability decreases exponentially as their distance in-
creases, their link formation among routers appears to de-
scribe well the real world [12]. We distributed 100 nodes
on the plane, and created the networks; the number of links
was 392. The values of the Waxman-parameters were set to
α = 0.5 and β = 0.15. The network we used for evaluation
is shown in Fig. 1. In the above example network, γ > 0.875
is needed to satisfy ρ (A) < 1.

The link delay cost should be set uniformly if we set
great store on the actual Internet, it means that the protocol
employs the hop count as a routing metric like RIP. How-
ever in this study, we set the standard link delay cost in pro-
portional to the separation distance of two nodes. This is
mainly because one of the most important features in MLB-
routing is that the choice probability of a path truly reflects
each path cost by its exponential value. Therefore, it is more
favorable for MLB-routing that each path cost clearly char-
acterize their path length. We consider that a routing metric
should be set flexibly in MLB-routing, though our routing
enough works when the hop count is employed as a routing
metric.

In the simulation, 20 of the top left nodes were set
as origin nodes, and 20 of the bottom right nodes were
taken to be destination nodes. Within the unit time period
of 200, every node-pair sent/received 1 packet/unit time,
which means that 400 packets were generated in each unit
time. The simulation was continued until all data pack-
ets had reached their destinations. We set the link band-
width B to a uniform value in all links, and examined vari-
ous cases (B = 5, 10, 15, · · ·95, 100 [packets/unit time]). In
the following, we describe the results of the situation that
the network is very clouded(B = 40), the network is a little
clouded(B = 50), and the network is not clouded(B = 60).
When B is much less than 40, the network is too clouded
even if we adopt MLB-routing, so we cannot evaluate our
methodology appropriately. By contrast, when B is greater
than 60, the network is not clouded at all, so there are no
need to adopt multi-path routing.

To compare the performance of the MLB-routing algo-
rithm to the single-shortest path algorithm (SPP), we set the
maximum queue size at each network node to infinity. In
other words, no packet is lost at any node. This assumption
enables us to make meaningful comparisons between the de-
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lay values for viable source-destination pairs when the two
different routing schemes are used.

4.3 Frequency of Looped-Route Emergence

Using the condition stated above, we ran simulations of the
MLB-routing algorithm. First, we discuss the frequency
with which looped-routes emerged.

As previously mentioned, MLB-routing allocates some
packets to looped-routes. Hence, we evaluated the amount

Fig. 2 Ratio of loop-included paths.

of packets distributed to looped-routes by simulations. The
number of such packets clearly depends on the value of γ. If
γ is low, all candidate paths are used almost equally, so the
ratio of looped-routes is relatively high. On the other hand,
if γ is high, short paths are preferred, and the ratio becomes
low.

By verifying γ from 1.0 to 8.0 in steps of 0.5, we sim-
ulated the MLB-routing system and calculated the ratio of
looped-routes. For simplicity, we assumed B = ∞ in this
simulation. The result is plotted in Fig. 2. From Fig. 2, we
can confirm that the ratio decreases exponentially against γ.
Furthermore, in this simulation, looped-routes did not exist
when γ ≥ 6.5.

4.4 End-to-End Delay

Next, we compare the MLB-routing algorithm to the single-
shortest path algorithm (SPP) in terms of (i) end-to-end de-
lay, and (ii) jitter times. Though we verified γ from 1.0 to
8.0 in steps of 0.5, here we show the result of MLB-routing
for the three cases of γ = 1.0, 2.0, and 8.0. The simulation
results are shown in Fig. 3 and Fig. 4.

First, we compare the end-to-end delay of each algo-
rithm. Figure 3 provides a scatter plot of mean transit times

Fig. 3 Scatter plot of mean transit times.

Fig. 4 Scatter plot of standard deviation.
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for each origin-destination pair. Each subfigure compares
the result of MLB-routing to that of SPP, where the diago-
nal line indicates the break-even point. From the figures, we
can confirm that a large majority of plots lie above the di-
agonal line which indicates that MLB-routing outperforms
SPP with respect to transit times.

The efficiency of MLB-routing depends on the situa-
tion. As previously mentioned, MLB-routing is most ef-
fective when traffic is congested (B = 40). On the other
hand, when the link bandwidths is high enough (B = 60),
end-to-end delays do not occur in SPP and MLB-routing
offers no improvement. The value of γ is also an impor-
tant factor determining MLB-routing performance. If γ is
too high, MLB-routing becomes equal-cost multi path rout-
ing, and cannot achieve its full potential. In the case of
{γ, B} = {8.0, 40}, some plots lie under the diagonal line,
which implies that some links have become bottlenecks. On
the contrary, if γ is too low, MLB-routing allocates some
packets to impractical paths. Actually, MLB-routing is in-
ferior to SPP in the case of {γ, B} = {1.0, 60}; this is due to
MLB’s ineffective approach to detouring. This indicates the
need to determine the value of γ appropriately. In this simu-
lation, γ = 2.0 seems to enhance the performance of MLB-
routing. Especially in the case of {γ, B} = {2.0, 40} offers the
best-performance; a 39.1% decrease in mean transit time is
observed. In addition, MLB-routing are not inferior to SPP
even when B = 50, 60, which means that MLB-routing with
γ = 2.0 works well whether traffic is congested or not.

We now compare the two protocols in terms of jitter
(standard deviation of transit times). The scatter plot of jitter
times for each origin-destination pair is shown in Fig. 4. For
γ values of 1.0 and 8.0, MLB-routing shows no significant
advantage. For γ = 2.0 (Fig. 4(b)), however, MLB-routing
can offer improved jitter by setting parameters appropriately.

4.5 Network Utilization

We now compare the MLB-routing algorithm to SPP in
terms of network utilization. Same as previous subsection,
though we verified γ from 1.0 to 8.0 in steps of 0.5, here
we show the result of MLB-routing for the three cases of
γ = 1.0, 2.0, and 8.0.

Several indices about network utilization is summa-
rized in Table 2 ∼ Table 4. In particular, we focused on
all network links and measured how much of bands they are
used during simulations. As first index for network utiliza-
tion, we calculated all link’s average of bandwidth use ratio.
Furthermore, we also counted the number of links which is
not used at all, and the number of links which are fully used
(namely bottlenecks).

From Table 2 ∼ Table 4, we can confirm that average
use ratio of MLB γ = 2.0 is greater than that of SPP. It
means that network resources are more utilized by multi-
path routing mechanism. Additionally, both the number of
“not used” links and the number of “bottlenecks” are de-
creased by MLB-routing of γ = 2.0. Especially, suppres-
sion of bottlenecks is favorable to ease traffic congestion.

Table 2 Link status of network utilization (B = 40).

SPP γ = 1.0 γ = 2.0 γ = 8.0

Average 13.2% 28.2% 16.2% 15.0%
Not used 246 104 187 212

Fully used 8 11 1 0

Table 3 Link status of network utilization (B = 50).

SPP γ = 1.0 γ = 2.0 γ = 8.0

Average 11.6% 23.4% 13.1% 12.3%
Not used 246 126 203 221

Fully used 7 11 0 0

Table 4 Link status of network utilization (B = 60).

SPP γ = 1.0 γ = 2.0 γ = 8.0

Average 10.0% 20.0% 10.5% 9.7%
Not used 256 135 223 242

Fully used 1 8 1 1

We consider that above facts describe the well performance
of MLB-routing.

Though MLB-routing of γ = 1.0 enhances the aver-
age use ratio, it also results to the increase of bottlenecks.
These are mainly because of ineffective detouring. Mean-
while, MLB-routing of γ = 8.0 indicates the similar features
with γ = 2.0. However, indices of γ = 8.0 is inferior to that
of γ = 2.0, which means that multi-path routing mechanism
is not enough worked in γ = 8.0.

4.6 Appropriate Parameter Setting

From above discussion, we can now elaborate about the pa-
rameter setting for MLB-routing. As described, there would
be appropriate parameter setting which enhance the perfor-
mance of MLB-routing. In this simulation, γ = 2.0 per-
forms better than SPP. Here, what we want to emphasize is
that this parameter setting is favorable whether traffic is con-
gested or not. In other word, parameter of MLB-routing is
enough tolerant to traffic congestion and link bandwidth.

We should also state the fact that similar results are
obtained when γ = 2.5 ∼ 4.0. these results indicate that
MLB-routing has a wide-range of appropriate parameter.
Hence, even if the parameter is a little overshot, MLB-
routing would still works with enough performance. That
is to say, we do not have to be so nervous for parameter
setting.

Finally, we discuss the parameter setting for differ-
ent networks. It is certain that “the optimal” parameter
depends on topology or size of networks. However, we
consider that “relatively appropriate” parameter for differ-
ent networks is similar with the above simulation result.
This is because (i) MLB-routing parameter is tolerant to
traffic congestion, (ii) appropriate parameter has a wide-
range, and (iii) MLB-routing has I.I.A. property which
means that basic performance is independent from alter-
native path set (= networks). From (25), γ = 2.0 is re-
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garded that the choice probability becomes a half if path
cost increase 0.347 (∵ exp [−2.0 × 0.347] � 0.5). Now,
average link delay cost in our simulation is 2.78, so 0.347
correspond to 0.347/2.78=0.125 hops. Hence, if we change
the metric of MLB-routing to the hop count, then appro-
priate parameter is transformed to γ = 2.0 × 2.78 = 5.56
(∵ exp [−5.56 × 0.125] � 0.5). In this manner, we can dis-
cuss the appropriate parameter of MLB-routing in various
networks and metrics.

5. Conclusion and Future Works

In this paper, we have applied the idea of random utility
theory to Internet routing to develop a multi-path routing
methodology called MLB-routing. Its key concept is to
use multiple paths from the origin to the destination, and
distribute the packets according to multinomial logit type
probability. We showed that MLB-routing can implemented
as a link-state protocol as well as a distance-vector proto-
col. Furthermore, simulations showed that MLB-routing
produces more efficient use of network resources and sig-
nificantly reduces end-to-end delay and jitter. We analyzed
the appropriate parameter setting in MLB-routing, however
“best” value clearly depends on applied networks. In fu-
ture works, we prefer to discuss the optimum parameter
value for MLB-routing. In addition, avoiding the genera-
tion of looped-routes is also an important task in extending
our model.
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Appendix: An Example of MLB-Routing

To promote understanding, we provide a brief example of
MLB-routing.

We consider the computer network consisting of 4
nodes and 5 links described in Fig. A· 1. For simplicity, all
links are assumed to have unit cost (i.e. c∗∗ = 1). The goal
is to send packets from node 1 to node 4 by MLB-routing.

As is easily confirmed, there are three candidate paths
from node 1 to node 4:

path I 1→ 2→ 4,
path II 1→ 3→ 4,
path III 1→ 2→ 3→ 4.

Total costs of path I and path II are both CI = CII = 2 , and

Fig. A· 1 Sample network.
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that of path III is CIII = 3. Thus, from (7), the probability
with which each path is used is derived as follows:

path I
exp
[−γCI

]
∑III

r=I exp
[−γCr

] = x2

x3 + 2x2
(A· 1)

path II
exp
[−γCII

]
∑III

r=I exp
[−γCr

] = x2

x3 + 2x2
(A· 2)

path III
exp
[−γCIII

]
∑III

r=I exp
[−γCr

] = x3

x3 + 2x2
(A· 3)

where x = exp
[−γ].

As discussed in Sect. 3.1, we next calculate the transi-
tion probability from node i to node j. From (13), matrix A
for this network is

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 x x 0
0 0 x x
0 0 0 x
0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A· 4)

and hence W is calculated from (20) as follows:

W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 x x2 + x x3 + 2x2

0 1 x x2 + x
0 0 1 x
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (A· 5)

Then, from (9), we obtain

{p (2|1) , p (3|1)} =
{

exp
[−γc12

] W24

W14
, exp

[−γc13
] W34

W14

}

=

{
x × x2 + x

x3 + 2x2
, x × x

x3 + 2x2

}
, (A· 6)

{p (3|2) , p (4|2)} =
{

x × x
x2 + x

, x × 1
x2 + x

}
, (A· 7)

{p (4|3)} =
{

x × 1
x

}
. (A· 8)

It is certain that the Markov assignment described by (A· 6)–
(A· 8) is equivalent to (A· 1)–(A· 3), for example

path I p (2|1) × p (4|2) =
x2

x3 + 2x2
. (A· 9)

This is a brief example of MLB-routing and its extension to
hop-by-hop routing.
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